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ADM - Hidden Markov Models
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Total Enumeration

P(csw/ RRR) = m b, appbp.appby, =0.6%0.5%0.7*0.4*0.7*0.1=0.00588
P(csw/ RRS) = b, appbp.apsbg, =0.6*0.5%0.7%0.4*%0.3*%0.6 =0.01512
P(csw/ RSR) = b, a,bs.ag.b, =0.6*%0.5%0.3*0.3*0.4*0.1=0.001080
P(csw/RSS) = wpby apsbg.asbs, =0.6*%0.5%0.3*%0.3*%0.6*0.6 = 0.00972
P(csw/SRR) = wsbg.a,b, appbe, =0.4%0.1%0.4*%0.4*0.7*0.1 = 0.000448
P(csw/SRS) = n b ag,b,.a,bs, =0.4%0.1%0.4*0.4*0.3*0.6 = 0.001152
P(csw/SSR) = bg.abs.ag,b, =0.4*%0.1*%0.6*%0.3*0.4*0.1=0.000288
P(csw/SSS) =nsbg.a.bga. b, =0.4*%0.1%0.6*0.3*0.6*0.6 =0.002592
P(csw) = Z P(csw/ xxx) = 0.03628

Path = arg max{P(csw/ xxx)} = RRS

XXX









Evaluation

Forward Algorithm

a,(R)=r,b, =0.6%0.5=0.3

a,(S)=n.b,. =0.4*%0.1=0.04

a,(R) =a,(R)ab, +a,(S)agb, =0.3*0.7*0.4+0.04*0.4*0.4 =0.0904
a,(S)=«a,(R)ayb, +a,(S)as b, =0.3*0.3%0.3+0.04*0.6*0.3=0.0342

a,(R) = a,(R)ayb,, +a,(S)agb,, =0.0904*%0.7*0.1+0.0342*0.4*0.1=0.007696
a.,(S)=a,(R)ayb,, +a,(S)aybs, =0.0904*0.3*%0.6 +0.0342*0.6*0.6 = 0.028584
P(csw) = a,(R)+ a,(S) =0.03628
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Decoding

Viterbi Algorithm

0,(R)=rm,b,. =0.6%0.5=0.3

5,(S)=rz.b, =0.4%0.1=0.04

5,(R) = max {5, (R)appbp., 5, (S)asby, } = max{0.084,0.0064 | = 0.084

5,(S) = max{d, RSbSS,c?l(S)aSSbSS § = max{0.027,0.0072 { = 0.027

8,(R) = max{3, (R)a,zby.,, 5, (S)as:by, | = max{0.00588,0.00108 | = 0.00588
5,(S) = max{d, (R)a,sbs,, 5, (S)asbs, | = max{m ,0.00972 } = 0.01512
max{&B(R),(%(S)} = (0.01512 = P(csw/ RRS) T —

RS












