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Abstract

In computer animation, human motion capture from
video is a widely used technique to acquire motion pa-
rameters. The acquisition process typically requires an
intrusion into the scene in the form of optical mark-
ers which are used to estimate the parameters of mo-
tion as well as the kinematic structure of the performer.
Marker-free optical motion capture approaches ex-
ist, but due to their dependence on a specific type of a
priori model they can hardly be used to track other sub-
jects, e.g. animals. To bridge the gap between the gen-
erality of marker-based methods and the applicability of
marker-free methods we present a flexible non-intrusive ap-
proach that estimates both, a kinematic model and its pa-
rameters of motion from a sequence of voxel-volumes.
The volume sequences are reconstructed from multi-view
video data by means of a shape-from-silhouette tech-
nique. The described method is well-suited for but not
limited to motion capture of human subjects.

1. Introduction

In computer animation, the generation of life-like hu-
man characters has always been a challenging problem. The
most important aspects of human character animation are
the generation of human physical appearance and the re-
alistic recreation of his motion. A variety of techniques has
been developed to assist the animator in the latter task. Stan-
dard techniques for motion generation are keyframing, in
which the animator specifies a set of key body poses to be
interpolated, physics-based animation, in which the char-
acter’s motion is simulated considering forces and torques,
and motion capture. In the latter method, motion parameters
are recorded from a real human actor performing. A variety
of motion capture techniques has been developed, spanning
from mechanical devices over electromagnetic approaches
to optical systems. The majority of optical motion capture
systems relies on reflective markers on the body and mul-
tiple high-speed high-resolution video cameras to estimate

motion parameters. In many application scenarios, for ex-
ample when texture and motion information should be ac-
quired at same time (e.g. surveillance and 3D video), visual
interference with the recorded scene is not desirable. Thus,
a large variety of marker-free optical motion capture algo-
rithms has been developed that do without any visual intru-
sion into the scene.

The techniques mentioned so far have in common that
they depend on an a priori human body model. The most
widely used model type is a predefined skeleton of the body
that represents the underlying kinematics via joints and in-
terconnecting bones. For marker-based approaches, it has
been demonstrated that it is possible to estimate joint lo-
cations and bone hierarchies from the 3D marker trajecto-
ries [23]. This way, different moving subjects, humans and
animals, can be tracked by the same technique without re-
quiring complete manual redesign of the body model. Some
marker-free capturing methods for humans can also esti-
mate parts of the body structure semi-automatically using
a priori information (e.g. [12]). However, these approaches
fall short of the general case of arbitrary moving subjects.

In order to extend the class of non-intrusive algorithms
with some of the flexibility provided by marker-based mo-
tion capture systems, we present a novel approach that

• estimates the kinematic structure of the moving sub-
ject without requiring significant a priori knowledge;

• tracks the motion of the subject using volume data that
is reconstructed without the use of optical markers;

• is flexible enough to be applied to a large class of mov-
ing subjects.

Input to our system are sequences of voxel volumes that
are reconstructed from multi-view video streams by means
of a shape-from-silhouette approach. At each time step the
volumes are subdivided by fitting ellipsoidal shells to the
voxel data, thereby approximating the shape of the moving
subject. Exploiting the temporal dimension, we can iden-
tify correspondences between ellipsoids over time and thus
identify coherent rigid body parts. Knowing the motion of



the rigid bodies over time, the joint locations of the kine-
matic chain are estimated, and the motion parameters of the
recorded subject are calculated based on the derived skele-
ton. We demonstrate the performance of the approach using
volume sequences of a moving person recorded in our ac-
quisition environment, and explain how the approach can be
applied to a more general class of moving subjects, e.g. an-
imals.

2. Related Work

Commercial human motion capture systems can be clas-
sified as mechanical, electromagnetic, or optical sys-
tems [18]. Video-based systems used in the industry typ-
ically require the person to wear optical markers on the
body to whose 3D locations a kinematic skeleton is fit-
ted [23]. A method for acquisition of a deformable human
model using a combination of silhouette information and
marker-based tracking is shown in [22]. Since in many ap-
plication scenarios no visual intrusion into the scene
is desired, researchers in computer vision have investi-
gated marker-free optical methods [10]. Some of these
methods work in 2D and represent the body by a prob-
abilistic region model [27] or a stick figure [15]. More
advanced algorithms employ a kinematic skeleton assem-
bled of simple shape primitives, such as cylinders [21],
ellipsoids [6], or superquadrics [11]. Inverse kinematics ap-
proaches linearly approximate the non-linear mapping from
image to parameter space [3, 28] to compute model pa-
rameters directly. Analysis-through-synthesis methods
search for optimal body parameters that minimize the mis-
alignment between image and projected model. To assess
the goodness-of-fit, features, such as image discontinu-
ities, are typically extracted from the video frames [11].
A force field exerted by multiple image silhouettes aligns
a 3D body model in Ref. [8]. In Ref. [20] a combina-
tion of stereo and silhouette fitting is used to estimate hu-
man motion. A hardware-accelerated silhouette-based mo-
tion estimation is described in Ref. [4], and in Ref. [9]
a particle filter is applied to estimate body pose parame-
ters from silhoutte views.

Recently, sequences of shape-from-silhouette (visual
hull) models have been considered as input data for hu-
man motion estimation. Ellipsoidal body models [6],
kinematic skeletons [17], or skeleton models with at-
tached volume samples [26] are fitted to the volume data.
Other visual hull-based approaches fit a pre-defined kine-
matic model with triangular mesh surface representa-
tion [2] to the volumes, or employ a Kalman Filter and
primitive shapes for tracking [19].

All previously mentioned marker-free techniques rely on
some form of pre-designed body model or require a signif-
icant amount of a priori knowledge to generate the model

from the data in a semi-automatic procedure. In contrast,
we present an approach that estimates the moving subject’s
kinematics and its motion in tandem, thereby enabling mo-
tion capture without prior information about the body struc-
ture. We achieve this by combining a volume decomposition
technique based on ellipsoidal shells with a motion tracking
of these primitive shapes which enables automatic marker-
free motion capture.

The idea of characterizing 3D point clouds by means of
fitting primitive shapes is a common approach in 3D shape
analysis (see [16] for a survey) where it is typically applied
to static data. In Ref. [7], multiple superquadric shapes are
used to decompose 3D point data into primitive sub-shapes.
The same category of geometric primitives is used in com-
puter vision for object recognition, range map segmenta-
tion [14] and analysis of medical data sets [1].

Most similar to our approach is the work by Cheung et
al. [5], where a person’s skeleton and motion are estimated
from visual hulls, and the work by Kakadiaris et al. [12]
where body models are estimated from multiple silhouette
images. Our method differs from these approaches in that
it does not require a dedicated initialization phase where
prescribed motion sequences are to be performed with each
limb separately. Thus, our method requires far less a pri-
ori information about the tracked subject.

3. The Big Picture

In Fig. 1 an overview of the main algorithmic workflow
of our method is shown. The system expects a voxel vol-
ume V (t) for each time step t of video as input. In step 1,
the Ellipsoid Fitting step, each V (t) is filled with ellipsoidal
shells using a split and merge approach (Sect. 5). The re-
sult is a set of fitted ellipsoids E(t) and a list of associ-
ated voxel subsets S(t) for each time instant. The corre-
spondences between ellipsoids at different time instants are
established by means of a dynamic programming method
in step 2, the Ellipsoid Matching step (Sect. 6). The result
of step 2 is a path for each primitive shape that describes its
motion over time. Together, all ellipsoid paths form the path
set P . Knowing their motion, the primitives are clustered
into separate rigid bodies in step 3, the Body Part Identifi-
cation step (Sect. 7). After step 3, the motion of each rigid
body over time is known, and joint locations between neigh-
boring bodies can be estimated in step 4, the Skeleton Re-
construction step (Sect. 8). This step also enables estimation
of body motion parameters based on the constructed skele-
ton model. Optionally, steps 1-3 may be iterated on subsets
of the volume data (Sect. 9).

4. Voxel Data Acquisition

The video sequences used as input to our system are
recorded in our multi-view video studio [25]. IEEE1394
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Figure 1. Visualization of the individual processing steps. Steps 1-3 may optionally be iterated.

cameras are placed in a convergent setup around the cen-
ter of the scene. The video footage used in this paper is
recorded from 8 static viewing positions arranged at approx-
imately equal angles and distances around the center of the
room. The cameras are synchronized via an external trig-
ger, are recording at a resolution of 320x240 pixels and at a
frame rate of 15 fps which is the technical limit for external
synchronization. The cameras are metrically calibrated into
a common coordinate system. In each video frame, the sub-
ject in the foreground is segmented via background subtrac-
tion, thereby creating silhouette images. From the silhou-
ettes we reconstruct the voxel-based volume of the object in
the foreground by means of a space-carving approach [13].
In addition to simple shape-from-silhouette reconstruction,
this method employs a color-consistency criterion over mul-
tiple camera views to enhance the reconstruction quality. In
our experiments, we carve surface voxel sets out of volume
blocks of 2563 volume elements.

5. Ellipsoid Fitting

5.1. Fitting an Ellipsoid to Voxel Data

An ellipsoid is a closed surface defined as the solution of
the implicit equation

F (x, y, z) = (
x

a1

)2 + (
y

a2

)2 + (
z

a3

)2 (1)

where a1, a2 and a3 are scaling factors along the three co-
ordinate axes. Eq. 1 enables a simple test for deciding if
a point (x, y, z) lies inside (F < 1), on the surface of
(F = 1), or outside (F > 1) the primitive shape. An el-
lipsoid in a general position is described by three addi-
tional rotation parameters (Rx, Ry, Rz) and three transla-
tion parameters (Tx, Ty, Tz) with respect to the world ori-
gin. Thus, in order to fit an ellipsoid to a set of N 3D
points (in our case surface voxels) such that its surface

comes as close as possible to all points nine shape param-
eters [a1, a2, a3, Rx, Ry, Rz, Tx, Ty, Tz] need to be deter-
mined. Using the following procedure we can robustly and
quickly fit ellipsoids while avoiding a time-consuming nu-
merical optimization. First, Tx, Ty, Tz are found as the 3D
location of the voxel set’s center of gravity. The six remain-
ing parameters are found via moment analysis [6], i.e. the
directions of the main axes of variation in the 3D voxel set
are found as the eigenvectors of the point set’s covariance
matrix. From these, the optimal radii a1, a2, a3 and the op-
timal rotation parameters Rx, Ry, Rz are derived.

This procedure computes an ellipsoidal fit very quickly,
but it does not provide a direct measure of the fitting qual-
ity. Hence we calculate a fitting error (FE) D that gives a
numerical estimate of how well the ellipsoid approximates
the point data:

D =

√
a1a2a3

N

N∑

i=1

||OP (i)||rad·(F (xi, yi, zi)
1

2 −1)2 (2)

In Eq. 2 ||OP (i)||rad is the radial Euclidean distance be-
tween the ith point in the data set P (i) and the intersec-
tion point of the line segment OP (i) with the ellipsoid sur-
face. Thus, an ellipsoid E is represented by 10 scalar values:
E = [a1, a2, a3, Tx, Ty, Tz, Rx, Ry, Rz, D].

5.2. Split and Merge

Using the method described in Sect. 5.1 for each time
step, we fill the voxel volumes with ellipsoidal shells such
that their total number and each individual ellipsoid’s fit-
ting error are as small as possible. We achieve this by apply-
ing a hierarchical split and merge approach [7]. The proce-
dure starts with a split stage, approximating the whole voxel
volume by one ellipsoid which is subdivided into two ellip-
soids in case D is greater than some threshold (Fig. 2). The
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Figure 2. Illustration of the split and merge procedure.

split stage recursively processes each newly created ellip-
soid in the same way, thereby producing a hierarchical de-
composition of the voxel set. The split stage is performed
for each voxel volume V (t) individually.

The merge stage follows the split stage and improves the
fitting result by merging pairs of neighboring ellipsoids into
one. It is performed only for the voxel volume V (1) of the
first time step.

In the following the individual steps of the split stage and
the merge stage are detailed.

5.2.1. Split Stage For each V (t):

1 The whole set of 3D voxels V (t) is approximated by
one ellipsoid E .

2 If the fitting error D of E is less than some threshold
TSPLIT , the procedure stops. Otherwise, it proceeds
to step 3.

3 The set of 3D voxels is split into two subsets S1 and
S2 along the plane P orthogonal to the major inertial
axis of the voxel set (Note that P contains the centroid
of the set).

4 S1 and S2 are approximated individually by one ellip-
soid each. For each subset, the procedure is repeated
from step 2.

We obtain a set of ellipsoids Esplit(t) and a set of cor-
responding voxel subsets Ssplit(t) that approximate the
voxel model V (t). After a sufficient number of subdivi-
sions (in our case typically 7 and using a small TSPLIT ),
there is a high likelihood that all points in one voxel subset
belong to the same rigid body of the tracked subject’s kine-
matic skeleton. Nonetheless, it is still possible that more
than one ellipsoid is fitted to one rigid body (e.g. four ellip-
soids to the upper arm), or that an ellipsoid was fitted to a
position on the boundary between two adjacent rigid bod-
ies (e.g. centered on the knee joint). In the latter case
the voxel subset associated with the ellipsoid would be-
long to two different kinematic elements.

5.2.2. Merge Stage For V (1) only:

1 For each subset of voxels Si ∈ Ssplit, we determine
the list Ki = {Sn1, .., Snk} of neighboring voxel sub-
sets (Sn1, .., Snk ∈ Ssplit).

2 For each possible pairing of the voxel set Si and one
neighboring voxel set Sj ∈ Ki, a merged voxel set Mj

is created. A novel ellipsoid is fitted to each Mj and
a fitting error Dj is computed. From all paired ellip-
soids whose Dj is below some threshold TMERGE the
one with the lowest Dj is chosen to replace the two el-
lipsoids it emerged from.

3 A new set of ellipsoids is obtained. The procedure is
repeated from step 1. It terminates when all fitting er-
rors are greater than TMERGE .

We perform the merging step only on the first voxel vol-
ume V (1). If we were considering voxel volumes from dif-
ferent time steps independently and merging ellipsoids only
due to structural criteria, it would not be possible to pre-
vent erroneous merges across rigid body boundaries. In ad-
dition, we keep the number of ellipsoids at each time step
of the sequence constant. Merges in V (1) that turn out to be
implausible in later time steps of the motion sequence, are
prevented by carefully tuning TMERGE at t = 1. The re-
sulting set of ellipsoids is the starting point for the ellipsoid
matching step (Sect 6) which exploits the temporal dimen-
sion to prevent merging across boundaries of separate bod-
ies.

The result of the split and merge process is a set of ellip-
soids E(t) and a set of voxel subsets S(t) for each V (t).

6. Ellipsoid Matching

In this step a set of correspondences C(t, t + 1) between
each pair of ellipsoid sets E(t) and E(t + 1) from subse-
quent time steps is computed. The set of correspondences
describes for each shape primitive in E(t) to which mem-
ber of E(t + 1) it is related. In other words, a correspon-
dence for one ellipsoid tells us from which 3D position in t

to which location in t + 1 it moves.



Assuming that we can keep the number of ellipsoids con-
stant for all time instants, the correspondences enable the
reconstruction of a complete motion path for each individ-
ual shape primitive over the duration of the whole input se-
quence. The ellipsoid matching procedure looks at each pair
of ellipsoid sets E(t) and E(t + 1) at subsequent time in-
stants separately.

Since the number of shape primitives in the sets E(t) and
E(t+1) may differ, we employ a two-stage procedure to es-
tablish the correspondences and to reorganize the ellipsoids
such that their number at each time instant is constant. This
way we establish a bijective correspondence mapping be-
tween ellipsoids at subsequent time steps.

In the first stage, a correspondence for each individual
shape primitive is established to an ellipsoid at the subse-
quent time instant by means of a dynamic programming ap-
proach [24].

This optimization is based on an error function that is
the weighted sum of two distance functions. The first dis-
tance value is the Euclidean distance between the ellipsoid
centers. The second distance function is the absolute differ-
ence in the size of the voxel subsets that are associated with
each of the two primitive shapes.

Dynamic programming establishes a first set of corre-
spondences. Unfortunately, the first matching stage may
lead to two cases of degenerate correspondences, that need
to be corrected in the second stage (Fig. 3):

• Duplicated Ellipsoids: A duplicated ellipsoid occurs,
for instance, if two or more ellipsoids from E(t) are
mapped to the same ellipsoid at E(t + 1). In this case,
this ellipsoid at E(t+1) is split and dynamic program-
ming is applied again.

• Missing Correspondences: If the number of ellipsoids
in E(t + 1) is initially greater than in E(t), some el-
lipsoids in E(t+1) are not assigned a partner in E(t).
In order to solve this problem, we merge ellipsoids in
E(t + 1) without correspondences from E(t) with the
closest ellipsoid in E(t + 1) for which a correspon-
dence has been established.

By this means, for each primitive in E(t) exactly one
partner from E(t + 1) is found. After processing all time
steps in this way, each ellipsoid set contains the same num-
ber of shapes as the set E(1). Note that in order to establish
correct correspondences C(t, t+1) the ellipsoid sets are al-
tered as well. For each shape primitive in E(1) a complete
motion path over the whole sequence can be identified by
linking subsequent correspondences. The so-created set of
paths P contains for each Ei ∈ E(1) a path Pi, Pi being an
ordered set of 3D coordinates Pi = {(xi(t), yi(t), zi(t)) |
t valid time step} of the ellipsoid center at time t.

Fig. 5(left) shows example paths that were reconstructed
with this approach.

Final set of correspondencesInitial set of correspondences

Final set of correspondencesInitial set of correspondences

(A) Duplicated Ellipsoids

(B) Missing Correspondences

Figure 3. Handling special cases during ellip-
soid matching: Duplicate ellipsoids (top) and
missing correspondences (bottom).

7. Body Part Identification

The paths of P provide all necessary information we
need to identify separate rigid bodies in the kinematic skele-
ton of the tracked subject. In the case of tracking a human,
this means that the paths enable us to identify, for example,
the upper arm segment or the lower leg segment. Implicitly,
we make the simplifying assumption that individual kine-
matic elements can be represented as rigid structures that
do not undergo strong deformation.

In order to identify individual rigid bodies, we make use
of the fact that the mutual Euclidean distance between any
two points on the same body does not change while the
skeleton is moving. Thus, if the mutual distance between
the motion paths of two ellipsoids over time undergoes sig-
nificant variation, it is most likely that the two primitives do
not lie inside the same rigid body.

This criterion gives us a procedure at hand which en-
ables clustering individual ellipsoids into separate kine-
matic elements. The procedure is based on the relative
path of an ellipsoid Ek, Pr(Ek). The relative path is ob-
tained by subtracting the mean 3D position of the ellipsoid
over time (xk, yk, zk) from each individual position along
the path, Pr(Ek) = {(xk(t), yk(t), zk(t)) − (xk, yk, zk) |
t valid time step}. The relative path decouples information
on motion variation from information about the location in
space where the motion takes place. This way, comparison
of ellipsoid motion is simplified.

In Fig. 4 (a) the paths of two ellipsoids belonging to
the upper arm and forearm, respectively, are shown. The z-
coordinates of their relative paths are also plotted (Fig. 4
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Figure 4. Close-up of rendered motion paths of two ellipsoids (radii reduced for better visibility)
in the forearm and upper arm respectively (a). Plots of z-coordinate values of the relative motion
paths of each of the ellipsoids (b),(c). Graph of the distance curve for the ellipsoids’ relative mo-
tion paths (d).

(b),(c)). In order to decide whether the ellipsoids reside on
the same rigid body we compute the distance curve between
the relative paths (Fig. 4 (d)).

In detail, the steps which enable us to draw such a con-
clusion are as follows:

1 The relative path Pr(Ek) is calculated for each ellip-
soid Ek ∈ E(1).

2 After selecting a seed ellipsoid Eseed ∈ E(1), a dis-
tance curve DCseed,k between Pr(Eseed) and Pr(Ek)
for each ellipsoid Ek ∈ E(1) \ {Eseed} is computed.
The value of DCseed,k at each time step is the Eu-
clidean distance between the respective positions on
the relative paths of Eseed and Ek. One example is
shown in Fig. 4 (d).

3 The integral of the difference curve I(seed, k) is cal-
culated to get an estimate of the area under the curve’s
plot. The value of I(seed, k) indicates how similar the
two paths are. Ellipsoid Ek is classified as belonging to
the same body as Eseed if I(seed, k) < TSB , TSB be-
ing a path similarity threshold.

4 The ellipsoids passing the test are assigned to the same
rigid body as Eseed.

5 The procedure iterates by restarting from step 2 and se-
lecting a new seed from all ellipsoids that have not yet
been assigned to a rigid body.

The seed Eseed in the first iteration is the ellipsoid near-
est to the center of gravity (COG) of the voxel set V (1). In
the subsequent iterations, the selected seed is the ellipsoid
nearest to the COG of the body part that was found in the
preceding iteration. The threshold TSB used in the proce-
dure is determined by performing statistical analysis on the
set of integral values I(seed, k). In case of a human sub-
ject this seed selection strategy leads to a subsequent iden-
tification of rigid bodies that belong to one limb (e.g. the
arm). For each V (t) it is now known which voxel subsets
form a rigid body and how the rigid bodies move over time.

Figure 5. Illustration of a few time steps of
the computed motion paths for arm ellipsoids
(left). Novel ellipsoids were fitted to identified
rigid body segments (right).

A novel ellipsoid is fitted to each such voxel subset (Fig. 5
(right)).

We achieved good results with this criteria for all the mo-
tion data we tested.

8. Skeleton Reconstruction

The final step of M3 makes use of the detected rigid
bodies and their motion to estimate the 3D locations of
interconnecting joints. Joint finding is performed for each
time step individually. Since we have no a priori informa-
tion about which rigid bodies are connected by a joint in
the skeleton hierarchy, we employ a heuristic approach to
recover the connectivity. The temporal sequence in which
the bodies were identified in the previous algorithmic step
(Sect. 7) provides a clue on which adjacent rigid bodies are
possibly connected. For each pair of potentially intercon-
nected adjacent rigid bodies Ba and Bb, the joint finding
procedure is as follows:

1 A set of uniformly spaced point samples is created for
Ba and Bb. The point samples for each body are cho-
sen such that they lie exactly on any of the three ma-



Figure 6. After the first iteration the torso vox-
els (left) are identified and eliminated from
each voxel set. Steps 1-3 of M 3 are then re-
peated on remaining isolated voxel subsets
individually (right).

jor axes of the ellipsoid which was fitted to Ba and Bb

in the previous step of M3.

2 For both ellipsoids: Using a growing strategy that starts
in the ellipsoid center, the number of point samples on
all three major axes is simultaneously increased (mov-
ing away from the center) until at least one of the sam-
ples lies inside the surface of the other ellipsoid re-
spectively. This point (or in case of multiple points ly-
ing inside, their average 3D location) forms an esti-
mate of the joint position between both bodies.

This is a simple but efficient approach which produced
good results for our test data. Currently, we do not apply a
temporal coherence criterion to stabilize the joint locations
over time, hence the joint positions may jump. In a future
version of the system, we plan to eliminate these artifacts
by exploiting the temporal domain during joint localization.

Having a complete skeleton at each time instant, it be-
comes possible to describe the motion of the tracked sub-
ject in terms of the rotation parameters of the skeleton’s
joints and the translation of the root. Several example im-
ages of the reconstructed skeleton aligned with the moving
body can be found in Fig. 7.

9. Results and Discussion

We evaluate the performance of our system using voxel
data of a person performing simple gymnastics moves. The
video footage was recorded in our multi-view video studio.
Although the space carving approach eliminates most of
the typical artifacts in shape-from-silhouette volumes that
are due to insufficient visibility, some noise still appears in
the form of bulky arms and legs. However, space carving
is only one possibility to generate input data for for M 3.
While simple visual hull reconstruction can run in real-time,
space-carving takes, on average, 30 s on a Pentium IV 1.7

GHz to reconstruct the shape of the person per single time
step from a 2563 voxel block. In total, the test data set con-
tains 220 frames that were recorded at 15 fps.

A deterioration of tracking quality due to noise in the
volume data can be prevented by applying an iterative vari-
ant of our method. In our experiments we applied an iter-
ative implementation of M3 in which the steps 1-3 are re-
peated (see Fig. 1). After each iteration, the largest rigid
body is identified and, before the next iteration, all voxels
belonging to this rigid body are eliminated from all vol-
ume data sets V (t). Subsequently, steps 1-3 are applied in
the same way to each newly found isolated voxel set. In
the case of a human subject, this means that the first iter-
ation identifies the torso segment, and in subsequent itera-
tions, the algorithm proceeds with the arms, the legs and the
head (Fig. 6).

The results in Fig. 7 show that our method is capable
of reliably capturing the skeleton structure as well as the
person’s motion despite noise in the volume data. Due to
the lack of ground truth data we assess the model estima-
tion quality by visual inspection. The run-times of individ-
ual algorithmic components of our system are summarized
in Tab. 1.

split step 6.5 s (single time step)
merge step 13 s (first time step)

Body part identification 51 s (whole sequence)
Skeleton reconstruction 500 ms (single time step)

Table 1. Measured run-times of individual
system components.

An important advantage of our method over related ap-
proaches is that it estimates the body structure of the tracked
subject with a minimum of a priori information. No spe-
cial initialization motion is required to reconstruct the body
model, any motion sequence is equally appropriate. One
step in the algorithm where a knowledge-guided user in-
teraction is feasible is the choice of the initial pose of the
tracked subject. Although our experiments show that start-
ing the system at different time instants of the test sequence
produces similar results in terms of skeleton reconstruction,
it is nonetheless desirable to have an initial body posture in
which individual rigid bodies are not occluded.

Due to the significance of human motion data in com-
puter animation we decided to demonstrate our approach
using volume data of a moving person. We are convinced
that our approach is equally suitable for a more general class
of moving subjects that can be modeled by linked kinematic
chains. Hence, we plan to present in the future results ob-



Figure 7. Top row: Ellipsoids fitted to different body poses after the split stage. Second row: Dis-
covered rigid bodies rendered as ellipsoidal shells inside the voxel volumes. Third and fourth row:
Skeleton fitted to volume data at different time instants. Voxel sets belonging to different rigid bod-
ies are drawn in different colors.



tained from moving animals or moving mechanical struc-
tures.

In its current state, the system is subject to a couple of
limitations. Even though we don’t prescribe an initialization
motion, two different adjacent rigid body segments can only
be automatically identified if at least once in a sequence a
relative motion between them can be observed. We con-
sider this a principal problem of a non-informed tracking
approach and not a limitation that is specific to our method.
Furthermore, we expect that the system’s performance will
deteriorate if voxels of individual rigid bodies merge fre-
quently with the rest of the volume (e.g. if the arms are of-
ten kept tight to the torso).

To conclude, we believe that, although M 3 does not op-
erate on the same accuracy level as marker-based motion
capture approaches, it is nonetheless a useful tool in situ-
ations where visual interference with the captured scene is
inappropriate and no information about the structure of the
tracked subject is available.

10. Conclusions and Future Work

We presented a novel approach for marker-free human
motion capture that enables the simultaneous recovery of
the kinematic chain and the motion parameters of a mov-
ing subject from volume data. It has been demonstrated that
despite noise in the data, this novel approach robustly iden-
tifies the body structure of a moving person whose shape
is reconstructed from silhouette images in multi-view video
data. The algorithm is general enough to be applicable in
similar form also to other moving subjects whose structure
can be modeled as a linked kinematic chain, e.g. animals or
mechanical devices.

In the future, we plan to enhance our split and merge pro-
cedure, as well as our joint localization approach, by fur-
ther exploiting temporal coherence. In addition, we exam-
ine novel ways of improving our matching and body classi-
fication methods.
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